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Abstract: Tidal analysis was applied on 1 hour gravity data acquired by a subnet of

12 superconducting gravimeters situated in western and central parts of Europe. Tidal

parameters for O1 and M2 were adjusted. Most of the gravity time series were provided

by the Global geodynamics project. Filter effects of the decimation process were carefully

studied and taken into account where necessary. The ocean loading effect included in

observed tidal parameters was removed using 8 ocean models with different spatial reso-

lutions. Two different comparisons of corrected tidal parameters were performed. As a

result, the accuracy of ocean loading correction and global calibration error were evalu-

ated. For O1, amplitude factors are in good agreement with the hydrostatic/elastic model

DDW/He while the non-hydrostatic/inelastic model DDW/NHi better describes the M2

amplitude factors. The analysis of residual vectors allowed assessing the efficiency of the

used ocean loading models which is about 81% (O1) and 97% (M2).
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1. Introduction

Relative and absolute gravity measurements are inherently related to the
modeling of tides at a certain point on the Earth’s surface. Calculation of
tidal effects is based on either theoretical tidal models or results of the tidal
analysis applied to gravity time series. The first approach is depending on
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the accuracy of used theoretical models and it is questionable how these
models describe the tidal deformation of the Earth or the indirect effect of
the ocean tides. On the other hand, the determination of observed tidal
parameters allows computing a total tidal signal at a given site including
all deformations and potential changes due to the tides. However, this ap-
proach suffers from inaccurate scale factors of relative gravimeters.

Various authors have been dealing with the determination and compari-
son of tidal parameters derived from relative gravity measurements of both
classical spring and superconducting gravimeters (SG), e.g. Baker et al.
(1991); Baker et al. (1996); Ducarme et al. (2002); Baker and Bos (2003);
Ducarme et al. (2009). This paper is focused on SG gravity observations
based on a dense network of stations in western and central Europe with
new and long time series of at least 3 years. SGs are characterized by a
small and regular instrumental drift and therefore enable continuous ob-
servation of very small changes in gravity acceleration with high accuracy
and long-time stability. This makes them an ideal instrument for high-
precise observation of tidal signals within a wide frequency band, including
the long-period component. However, the knowledge of a precise transfer
function of the gravimeter is mandatory and can be the main limitation
in increasing the accuracy of tidal parameters. The determination of the
transfer function is commonly carried out by different methods. Regarding
the amplitude part, comparison with absolute gravity observations is the
most widely used method at present. The calibration factor can be deter-
mined at the 0.1% accuracy level using FG5 absolute gravimeters (Francis,
1997). The instrumental time lag of the data acquisition system has to be
defined independently. Precision of better than 0.01 s can be achieved (Van
Camp et al., 2000). From the perspective of tidal analysis, preprocessing
of gravity observations plays another important role, e.g. data resampling
and treatment of instrumental artifacts, earthquakes or other disturbances.
Such artifacts as well as calibration errors can corrupt the tidal analysis
results. They are not investigated in this paper. Certainly, their presence
in tidal signal degrades the quality of analysis.

SGs are the basic instrumentation of the Global geodynamics project
(GGP) since 1997 (Crossley et al., 1999). GGP is a worldwide network
monitoring gravity changes with high accuracy for the purpose of geody-
namics research. Nowadays thanks to new SGs integrated into GGP, more
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precise calibration, new ocean loading models and longer gravity time series,
it is possible to perform new comparisons of tidal parameters. It enables to
evaluate the calibration error and the accuracy of ocean loading correction
or to validate body tide models.

In this paper, we assess the efficiency of ocean loading corrections with
respect to different ocean loading models and the hydrostatic and non-
hydrostatic body tide models by Dehant et al. (1999). Also, we display
the spatial dependence of the corrected tidal parameters on the location.
The amplitude factors derived from the body tide models shows only weak
latitude dependence. Within the investigated area, they increase only by
0.04‰ (O1) and 0.07‰ (M2) respectively from South to North. This helps
to identify stations with systematic calibration errors on one hand, and sta-
tion dependent deficiencies of the ocean loading correction on the other.

2. Tidal parameters theory

Tidal analysis consists in determination of observed amplitude factors δ and
phase differences α for a given group of tidal waves combining constituents
with similar frequencies which cannot be separated due to the insufficient
length of the time series (e.g. Melchior et al., 1996). The dimensionless
amplitude factor δ is defined as the ratio A/Ath where A is the observed
amplitude of a given tidal wave derived from tidal analysis and Ath is the
theoretical amplitude related to the astronomical tides for an ocean-less rigid
Earth (e.g. Melchior, 1978). The ratio A/Ath reflects additional gravity
changes due to tidal deformation of the Earth’s body and the ocean loading
effect. Theoretical tidal parameters are provided by calculating the tidal
response of different Earth’s models (Dehant et al., 1999; Mathews, 2001).
The theoretical amplitude factors δth express only the tidal deformation of
the Earth without oceans. Theoretical phase differences αth are negligible
with respect to their magnitude. Dehant and Zschau (1989) conclude that
an effect of mantle inelasticity is of the order of −0.005◦ for frequencies
between the semi-diurnal and the monthly tides.

Observed tidal parameters are components of the observed tidal vector
A(A,α) =A(δ · Ath, α) which is plotted in a polar coordinate system in
Fig. 1. The theoretical tidal vector R(δth ·Ath, 0) is defined in a similar way.
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Figure 1 also shows the ocean loading vector L (L, λ) with amplitude L and
phase λ related to the local meridian. The ocean loading effect depends on
the distance between gravimeter and sea or ocean, and is stronger near the
coastlines. Comparison of tidal parameters of different stations can only
be done after removing the ocean loading effect resulting to the corrected
tidal vector Ac(Ac, αc) with corrected amplitude Ac and phase difference
αc (Ducarme et al., 2009) according to Eq. (1):

Ac(δc · Ath, αc) = A− L, (1)

where δc is corrected amplitude factor.
For completeness, the residual vectors B and X are also shown in Fig. 1.

They are derived from comparison of observed and theoretical tidal vectors:

B(B,β) = A−R, (2)

X(X,χ) = B− L. (3)

If the ocean loading and body tide models are perfect and describe the real
mass redistribution correctly, then the components of the residual vector
X reflect the errors of the instrumental transfer function or instrumental
noise (e.g. Melchior, 1994). On the other hand, if the transfer function is

Fig. 1. Illustration scheme of observed tidal vector A(A,α), theoretical tidal vector
R(δth · Ath, 0), ocean loading vector L(L, λ), observed residual vector B(B, β) and re-
maining residual vector X(X,χ) in polar coordinate system (Neumeyer et al., 2005).
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determined correctly and the body tide model is perfect, then X reflects
deficiencies of the ocean loading model. Actually, these assumptions are
never perfectly true, i.e. calibration and ocean loading model errors as well
as the choice of a theoretical body tide model contribute to both compo-
nents of the residual vectors. Nevertheless, the analysis of residual vectors
allows studying deficiencies of ocean loading models, Earth’s models and
SG calibration.

3. Data processing and tidal parameters estimation

A subnet of 12 SGs is situated in western and central parts of Europe. The
location of the stations used in this study is shown in Fig. 2. Distances
from site to site vary between 50 km and 1000 km. Consequently, the tidal
parameters are affected by ocean tides in different ways. Station details are
listed in Table 1. Earlier type SGs marked by “T” (tidal) were recording
in Brussels and Potsdam. The other stations have been equipped with
newer generation SGs like “CT” (compact tidal), “CD” (double sphere)
and “OSG” (observatory SG). In case of dual sphere SGs only the gravity
data from the lower sphere (L) was used. The determination of calibration
factors has been mostly done by co-located gravity observations using FG5
absolute gravimeters. Older types SG T-018 and T-003 were calibrated
by using relative spring gravimeter Lacoste&Romberg D02 in Potsdam and
Scintrex CG3M in Brussels (Ducarme et al., 2009).

3.1 Data processing

Data are provided by the Information System and Data Center (ISDC) of
the German Research Centre for Geosciences – GFZ1 in the frame of GGP.
In our study, we used the 1 hour gravity data processed by the Interna-
tional Center for Earth Tides (ICET) except for the stations Conrad (CO),
Vienna (VI) and Walferdange (WA) that were obtained directly from their
operators (B. Meurers, O. Francis). Other operators have been contacted to
check the calibration parameters (Membach, Moxa, Pecny and Potsdam).
For some stations, incompatibility with the GGP database was found, and

1 http://isdc.gfz-potsdam.de/
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Fig. 2. Network of SG stations used in this study located in western and central Europe.
Sites in white are currently in operation.

updated calibration parameters were considered. The original 1 s gravity
data of VI and CO was first re-sampled to 1min data by applying the
Chebyshev filter G1S1M and then decimated to 1 hour samples by applying
the filter G1M1H2. Both filters are provided by GGP and recommended
due to its negligible amplitude attenuation within all tidal bands. These
filters are implemented in ETERNA 3.40 software package (Wenzel, 1996).
ICET decimates the 1min samples of ISDC by applying the TSOFT soft-
ware (Van Camp and Vauterin, 2005). Before resampling to 1 hour data, a
LSQ low-pass filter with length of 16 hours and cut-off frequency of 12 cpd
(cycles per day) is used (B. Ducarme, pers. comm.). The 1min data of
WA was re-sampled accordingly (O. Francis, pers. comm.). However, fil-

2 http://www.eas.slu.edu/GGP/ggpfilters.html
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Table 1. Selected SG stations located in western and central Europe

tering can affect the amplitudes and phases of tidal constituents depending
on their frequencies and can systematically influence the tidal parameters.
This should be carefully studied and corrected, if required.

The frequency response of a filter can be investigated by its transfer func-
tion. For that purpose, the filter is applied to a Heaviside step function with
1 min sampling. Because of their symmetrical properties, we do not expect
any phase distortion. The amplitude responses of the LSQ and G1M1H
low-pass filters are given in Table 2 for the principal tidal constituents. The
LSQ filter shows a substantial amplitude attenuation of −0.50‰ in the
semi-diurnal band while the phase distortion is almost zero as expected.
All observed amplitude factors were, therefore, corrected accordingly.

3.2 Tidal parameters estimation

The estimation of observed tidal parameters, amplitude factors δ and phase
differences α, was carried out applying the ETERNA 3.40 software package
(Wenzel, 1996) on 1 hour gravity and atmospheric pressure observations.
Filter effects of the decimation process was taken into account where nec-
essary (see section 3.1). The adjusted tidal parameters for O1 and M2 are
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Table 2. Attenuation of principal tidal amplitudes in ‰ due to LSQ low-pass (16 h,
12 cpd) and G1M1H filter

shown in Figs. 3 and 4. The theoretical amplitude of both constituents is
of same order of magnitude (∼ 300 nm.s−2) in mid-latitudes but they are
differently affected by the ocean loading effect. In both cases, isolines of
tidal parameters reveal the strong dependence on the ocean loading effect
as expected and slightly on the latitude. A distinct anomalous feature is
clearly visible around the stations Moxa and Bad Homburg suggesting a cal-
ibration problem. A strong anomaly is obtained for Brussels too, probably
due to its vicinity to the coastline, but certainly also due to imperfect cal-
ibration and other technical issues. Calibration at Brussels has never been

Fig. 3. Observed amplitude factors (left) and phase differences (right) for O1.
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Fig. 4. Observed amplitude factors (left) and phase differences (right) for M2.

done by comparing with absolute gravimeters, the phase lag has never been
determined. Ducarme and Somerhausen (1993) derived from co-located ob-
servations with a Scintrex relative gravimeter, that the SG scale factor is
too high by 2‰. Therefore, this station was not used for the isoline con-
struction. Detailed analysis can be done after correcting for ocean loading
effects.

4. Ocean tide models

As mentioned earlier, the gravity observations include an ocean loading
effect which has to be removed before comparison of observed tidal param-
eters. It is caused by redistribution of ocean masses and deformation due
to the load. The effect on gravity can be modeled using global ocean tide
models and the Green’s function approach (e.g. Neumeyer, 2010). Ocean
loading corrections have been based on load vectors provided by M.S. Bos
and G.H. Scherneck website3. This service enables selecting different ocean

3 http://holt.oso.chalmers.se/loading/
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models and considering different types of correction.
To eliminate the influence of ocean tides on observed amplitude factors δ

and phase differences α, we have used eight models with a different resolu-
tion: 0.5×0.5◦ – CSR4.0 (Eanes, 1994), GOT4.7 (Ray, 1999); 0.25×0.25◦ –
TPXO7.2 (Egbert and Erofeeva, 2002); 0.125 × 0.125◦ – FES2004 (Lyard et
al., 2006), EOT08a (Savcenko and Bosch, 2008), DTU10 (Cheng and Ander-
sen, 2010), HAMTIDE (Taguchi et al., 2010) and EOT11a (Savcenko and
Bosch, 2011). Each of these models provides the amplitude L and phase λG

(with regard to Greenwich) of ocean loading vector L for 11 principal tidal
waves. These constituents are interpolated from the respective model at the
point of computation. Then, the ocean loading phase λ related to the local
meridian can be calculated according to (Francis and Melchior, 1996)

λ = −(m · LONG+ λG), (4)

where LONG is a longitude and m expresses the tidal band (0 for long-, 1
for diurnal- and 2 for semi-diurnal band).

Averaged amplitudes and phases of ocean loading vectors corresponding
to eight above-mentioned models are shown in Figs. 5 and 6. The SG
stations are sorted in alphabetical order. We focused on the O1 and M2

constituents only. Standard deviations reflect discrepancies between used
models at the SG sites. In the study area, the O1 load amplitude varies

Fig. 5. Mean amplitudes (left) and phases (right) of O1 ocean loading vector from the
model predictions at different SG stations. Error bars show discrepancies between used
ocean loading models.
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Fig. 6. Mean amplitudes (left) and phases (right) of M2 ocean loading vector from the
model predictions at different SG stations. Error bars show discrepancies between used
ocean loading models (both multiplied by a factor of 5).

between 1.3 to 1.5 nm.s−2 and the phases between 140◦ and 150◦. The
load amplitudes of M2 (10.0 to 18.0 nm.s−2) are about 10 times higher and
phases vary between 46◦ and 70◦. This is typical for the selected region as
pointed out by Baker and Bos (2003) and confirms that the harmonic O1 is
especially well suited for validating body tide models. Note that standard
deviations of mean amplitudes and phases in Fig. 6 have been multiplied
by a factor of 5 for clarity reasons. Larger standard deviations are typical
for SG stations near the coastal lines, e.g. Brussels, Membach, Medicina or
Walferdange. It indicates the spatial resolution problem of global models
in coastal areas with a strong ocean influence where such modeling is very
complicated. In the case of intra-continental stations, e.g. Pecny, Vienna,
Conrad and Wettzell, the discrepancies between the studied models are
minimal.

5. Corrected tidal parameters

The ocean loading-corrected tidal parameters were calculated according to
Eq. (1) taking eight ocean loading models into account as described in the
previous section. Detailed formulas can be found in Neumeyer (2010) or
Sun et al. (1999). The numbers for O1 and M2 are presented in Tables 3
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Table 3. Ocean loading-corrected amplitude factors δc and phases αc derived from 8 ocean
loading models for O1. MEAN1 values indicate the average of one model at 11 stations,
while MEAN2 represent the average of 8 models at one station (σ1 is the standard devi-
ation of MEAN1 and σ2 the standard deviation of MEAN2)

and 4. Two different comparisons of corrected amplitude factors δc and
phase differences αc were performed.

The first comparison is investigating the accuracy of ocean loading cor-
rection applied to the observed tidal parameters. For each station the mean
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Table 4. Ocean loading-corrected amplitude factors δc and phases αc derived from 8 ocean
loading models for M2. MEAN1 values indicate the average of one model at 11 stations,
while MEAN2 represent the average of 8 models at one station (σ1 is the standard devi-
ation of MEAN1 and σ2 the standard deviation of MEAN2)

corrected amplitude factors and phase differences from all ocean loading
models were computed. They are denoted as MEAN2 in Tables 3 and 4.
Their standard deviations STD2 indicate the discrepancies between used
models for individual SG sites. The largest deviations occur at coastal
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stations like Brussels, Membach and Walferdange, essentially for M2 due
to higher amplitudes of the ocean loading vector. Therefore, the SG in
Brussels was excluded from further analysis. To evaluate a global standard
deviation σ1 of the ocean loading correction for n1 = 8 models the mean
corrected tidal parameters MEAN1 were calculated for each model consid-
ering all SG stations. The calibration errors affect the MEAN1 values to
the same extent in this case. This implies that a dispersion of MEAN1

responds to the accuracy of ocean loading correction denoted as σ1. It is
about 0.2‰ (O1), 0.5‰ (M2) for amplitude factors and 0.01◦ (O1), 0.03

◦

(M2) for phase differences. The corrected phases should be negligible after
removing the ocean loading effect. However, it is possible to observe their
systematic behavior in both cases. For O1 the phase differences are nega-
tive, while they are positive for M2.

Secondly, the influence of SG calibration errors on the tidal parameter
estimation was studied. Discrepancies between MEAN2 values are caused
by calibration errors and different SG location. In this case, the ocean load-
ing correction errors are less important and this allows for assessment of the
global calibration error σ2 affecting the tidal parameters for n2 = 11 sta-
tions. It reaches 0.4‰ (O1), 0.6‰ (M2) for amplitude factors and 0.01◦

(O1), 0.02
◦ (M2) for phase differences. Disparities of corrected amplitude

factors due to different SG locations should not exceed 0.10‰ (0.0001) ac-
cording to the latitude dependency of the theoretical models described in
the next section. Finally, the standard deviations STD1 express the dis-
crepancies between SG stations for individual ocean loading models. Both
global standard deviations may be regarded as the same, if their ratio σ2/σ1
is equal to

√
n2/n1 = 1.17. This ratio is 2.65 (O1) and 1.28 (M2) for global

standard deviations of amplitude factors. That means the SG calibration
error causes higher uncertainty than the differences between the used ocean
loading models. Regarding the phase differences, the ratios 1.11 (O1) and
0.62 (M2) are below the 1.17 criterion and suggests that instrumental phase
lags are determined with higher accuracy than the ocean loading phases.

Figures 7 and 8 show the dependence of mean corrected tidal parameters
on the SG location. The corrected amplitude factors of the intra-continental
stations CO, PE, VI and WE differ by less than 0.4‰ for O1 and less than
0.1‰ for M2. The closer the stations are located near the Atlantic, the
smaller the factors. This is less pronounced for O1 because the load vec-
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Fig. 7. Mean corrected amplitude factors (left) and phase differences (right) for O1.

Fig. 8. Mean corrected amplitude factors (left) and phase differences (right) for M2.

tor is smaller for O1 than for M2. Anomalous features at Moxa and Bad
Homburg seem to appear similarly as in case of the uncorrected amplitude
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factors (Figs. 3 and 4). Amplitude factors are too high at Bad Homburg
and too low at Moxa both in the diurnal and semi-diurnal band while the
M2/O1 ratio (see Table 5 and Fig. 9) does not show similarly pronounced
anomalous features at these stations. Thus they are most likely due to cal-
ibration factor errors. The parameters in Brussels point to the resolution
problem of global models close to the coastline and a poor calibration too.

As mentioned earlier, the corrected phases should be negligible after
ocean loading correction. However, they are systematically changing from
south-east to north-west (see Figs. 7 and 8). The phases are decreasing
towards the North Sea for O1 and increasing for M2, respectively. This
systematic behavior can be explained by e.g. insufficient spatial resolution
of global ocean loading models. A detailed error analysis has been done by
Bos and Baker (2005). There are exceptions in Brussels, Moxa and Pots-
dam. A curious situation is visible at the Medicina station close to the
Mediterranean Sea. The corrected phase is 0.00◦ for both waves. However,
higher standard deviations point to discrepancies between the used models.
A similar case is M2 at Brussels. In general, it should be considered that
perhaps not all of the SGs are accurately calibrated with respect to their
phase response. Francis et al. (2011) show that the time lags of three SGs
differ by more than 1 s which corresponds to a phase difference of 0.004◦

in O1 and 0.008◦ in M2. For sure, experimentally determined numbers are
available for CO, MB, PE, ST, VI and WA.

At least in the investigated area, from these findings it appears that
averaging various ocean loading models improves the reliability of ocean
loading correction and of corrected tidal parameters, especially regarding
the coastal SG stations. Good consistency between VI and CO confirms
the stability of CT-025 calibration parameters after the transfer of the SG
from Vienna to Conrad observatory (Meurers, 2012).

6. Comparison of results with body tide models

The corrected amplitude factors δc given in Tables 3 and 4 are now compared
with the theoretical numbers δth provided by body tide models. We have
used two recent body tide models for a rotating and non-spherical Earth
(Dehant et al., 1999), hydrostatic/elastic DDW/He and non-hydrostatic/in-
elastic DDW/NHi models. The theoretical amplitude factors δDDW/He and
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Table 5. Comparison of corrected (δc) and model amplitude factors (δDDW/He,
δDDW/NHi). The model amplitude factors matching better the corrected ones are in-
dicated in bold

δDDW/NHi are listed in Table 5 and compared to the corrected factors δc.
The difference between both models is about 1.3‰ which exceeds twice
the global calibration σ2 (0.6‰) of the M2 corrected amplitude factors (see
section 5). This allows establishing which body tide model fits better to
the corrected amplitude factors. On the other hand, the latitude depen-
dent theoretical amplitude factor variation between the northernmost SG
in Potsdam and southernmost one in Medicina is less than 0.10‰.

We have calculated differences ΔδDDW/He and ΔδDDW/NHi as the cor-
rected mean minus the theoretical amplitude factor for each SG station and
body tide model. The deviations to the body tide models are of the same
order of magnitude as the expected calibration accuracy (better than 1‰).
However, a systematic behavior is clearly visible. For O1, the amplitude fac-
tors mostly deviate less from the DDW/He model than from the DDW/NHi
model. The mean difference between δc = 1.1532 and δDDW/He = 1.15283
for all SG stations (except Brussels) is 0.35‰. Everywhere with except of
Moxa (MO) and Medicina (MC) the corrected amplitude factors are slightly
higher than predicted by DDW/He. Contrarily, for M2 the DDW/NHi
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Fig. 9. The ratio δc(M2)/δc(O1) of O1 and M2 corrected amplitude factors.

model matches the corrected amplitude factors better with a mean difference
of −0.48‰ between δc = 1.1614 and δDDW/NHi = 1.16198. The corrected
amplitude factors at the intra-continental stations CO, PE, VI and WE
match the DDW/NHi model even better than 0.1‰ (average: −0.03‰).
The deviations get larger and the M2/O1 ratio gets smaller when approach-
ing the Atlantic sea (MB, ST, WA) due to the high load amplitude for M2

and ocean model imperfections (see Fig. 9). This might also be the reason
why MB and WA favor the DDW/He model (see Table 5). The numbers
at BH and MO should be taken with care due to the suspected calibration
problem. Generally, this result implies that the corrected amplitude fac-
tors are lying between the numbers derived from DDW/He and DDW/NHi
models, but are close to the DDW/NHi model for M2.
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7. Analysis of residual vectors

We can evaluate the efficiency of the used ocean loading models coupled with
SGs’ calibration errors by analyzing the residual vectors B and X defined
by Eqs. (2) and (3). The magnitude of the residual vector B depends on the
choice of the body tide model. Again, we have considered both DDW/He
and DDW/NHi theoretical models. In Tables 6 and 7 the calculated am-
plitudes B and phases β are given. Observed amplitudes A are based on
Tamura’s tidal potential (Tamura, 1987).

After subtraction of the ocean loading vector L from the observed resid-
ual vector B, we get the remaining residuals X for each ocean loading model
and station. Then, the mean amplitudes X and phases χ corresponding to
single SG stations were calculated. Mean efficiency E says to what extent
the residual vector B is reduced by the ocean loading correction considering
a specific body tide model. The efficiency is about 80% for O1 and 97% for
M2. For O1, higher efficiency is achieved using the elastic DDW/He model

Table 6. Comparison of observed residuals B and remaining residuals X for O1 together
with the mean effectivity of ocean loading correction at SG stations
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Table 7. Comparison of observed residuals B and remaining residuals X for M2 together
with the mean effectivity of ocean loading correction at SG stations

while for M2 a better fit is obtained by applying the inelastic DDW/NHi
model. It confirms the conclusions of the previous section. Larger remaining
residuals X are mainly caused by the inaccuracy of the global ocean loading
models. However, residual phases χ close to 0◦ or ±180◦ can also point to
erroneous SG calibration factors (e.g. Brussels) or to body tide model mis-
fit. On the other hand, phases close to ±90◦ can point to an instrumental
phase lag or ocean loading phase problem. Actually, calibration and ocean
loading model errors as well as the choice of a theoretical body tide model
contribute to both components of the residual vectors. In Brussels, the
ocean loading vector of O1 overestimates the observed residuals B several
times, causing negative efficiency of –229% (DDW/He model).

In a similar way, the efficiency of single ocean loading models for all
SGs was investigated. The results are shown in Fig. 10. The discrepancies
between used models are negligible in most cases. It is obvious that an
effective rate is depending on the body tide model as was already proved.
However, the only cases where an ocean model reaches high efficiency us-
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Fig. 10. Mean efficiency of ocean loading models for O1 (left) and M2 (right).

ing the same body tide model for both O1 and M2 is GOT4.7 (DDW/He
model); FES2004 and HAMTIDE (DDW/NHi model).

Finally, it should be mentioned, that the analyzed time series have dif-
ferent lengths and refer to different epochs. Temporal variations of tidal
parameter can occur e.g. due to non-linear ocean tides. In the study area,
M2 amplitude factor variations derived from 1 year intervals do not exceed
±0.15‰ (Meurers et al., 2014). As we compare tidal parameters of much
longer time series, the effect is certainly smaller than this.

8. Conclusions

A tidal analysis for 12 SGs located in the western and central parts of Eu-
rope was applied to 1 hour gravity data provided by the GGP database or
SG owners. The influence of the decimation filters was studied using their
filter transfer function. As the amplitude attenuation is −0.50‰ within
the semi-diurnal tidal band for some filter methods, the observed amplitude
factors were corrected according to amplitude response of the filter.

Corrected tidal parameters were calculated using eight recent ocean load-
ing models (CSR4.0, GOT4.7, TPXO7.2, FES2004, EOT08a, DTU10,
HAMTIDE and EOT11a) calculated by the Free Ocean Tide Loading Provi-
der (M.S. Bos and G.H. Scherneck). Models are still characterized by clear
discrepancies between each other, especially for SGs near the coastal lines.
In case of the intra-continental stations they do not differ significantly. The
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comparison of corrected tidal parameters enables to derive a global accu-
racy of ocean loading correction that is about 0.2‰ (O1), 0.5‰ (M2) for
amplitude factors and 0.01◦ (O1), 0.03◦ (M2) for phase differences. On
the other hand, a global calibration error reaches 0.4‰ (O1), 0.6‰ (M2)
and 0.01◦ (O1), 0.02

◦ (M2), respectively. That means the SG calibration
error causes higher uncertainty than the discrepancies between used ocean
loading models. However, the instrumental phase lags are determined with
higher accuracy than the ocean loading phases. The spatial distribution
of corrected tidal parameters reveals both the calibration problem and the
bias of phases after ocean loading correction.

Corrected amplitude factors were compared with theoretical values pro-
vided by the hydrostatic/elastic DDW/He and the non-hydrostatic/inelastic
DDW/NHi body tide models (Dehant et al., 1999). Generally, the corrected
amplitude factors of O1 and M2 are between the numbers of both body tide
models. However, the O1 amplitude factors fit closely to the DDW/He,
while M2 shows better fit to the DDW/NHi model with mean deviations of
0.35‰ and −0.48‰.

The analysis of residuals vectors allows assessing the efficiency of the used
ocean loading models which is about 80% (O1) and 97% (M2). Higher effi-
ciency is achieved for O1 using the elastic DDW/He model and for M2 using
the inelastic DDW/NHi model.
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